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Abstract 

This paper presents the case of an adjunct university professor to illustrate the dilemma 
of using artificial intelligence (AI) technology to grade student papers. The hypothetical 
case discusses the benefits of using a commercial AI service to grade student papers—
including discretion, convenience, pedagogical merits of consistent feedback for 
students, and advances made in the field that yield high-quality work—all of which are 
achieved quickly. Arguments against using AI to grade student papers involve cost, pri-
vacy, legality, and ethics. The paper discusses career implications for faculty members 
in both situations and concludes with implications for researchers within the discourse 
on academic integrity.
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Introduction
Robert Coles (1989) stated that case studies are “reservoirs of wisdom” (p. xii)—pools 
of knowledge that reflect concepts and ideas and bring into focus issues that otherwise 
would remain concealed. Case analysis can focus our collective attention on correc-
tive actions that can improve future directions and outcomes and also pre-emptively 
reveal what might happen (or be happening) if such issues are not reported. Moreover, 
hypothetical cases can spare real personalities from possibly embarrassing or ethically 
charged situations. Altogether, as Hoy and Tarter (1995) summed up, “case studies have 
a long tradition of bringing provocative problems from the field to analysis and solu-
tions” (p. xi), which this paper sets out to do.

Calls to use artificial intelligence (AI) in post-secondary education (PSE) are being her-
alded as opportunities (Martiniello et al. 2020) and equally vociferously are the calls to 
be cautious (Barnett, 2023; Wingard 2023). In this instance, a plausible hypothetical case 
can shed light on educational integrity issues and ethical concerns. The case designed 
and presented here relates to a faculty member rather than a student. This undertak-
ing illustrates the need for policymakers, administrators, and the academy as a whole to 
focus on all stakeholders to preserve educational integrity, rather than narrowly focusing 
on students’ actions and reforming their attitudes.
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Case description
Dr. A.I. Case is an adjunct faculty member who works in a faculty of education affili-
ated with two publicly funded universities. Dr. Case aspires to be tenured eventually, 
which will require extensive research and publishing contributions in addition to uni-
versity teaching experience at both the undergraduate and graduate levels.

Dr. Case’s workload includes teaching twice as many courses compared to his ten-
ured colleagues at either of the two universities. Furthermore, teaching across two 
universities involves considerable time commuting (by car) between home and the 
two campuses. Again, if Case aspires to secure a tenured position, he must devote 
considerable time to research and publishing, yet the realities of contingent low-paid 
work requiring extensive travel and a heavy teaching workload barely afford him a 
living. Although he contemplates stepping down from his assignments at one of the 
universities to dedicate more time to research and publishing, his life circumstances 
do not allow it.

Case has a young family, with its attendant responsibilities. His partner has a shift-
work position at a retail store. Their 2-year-old daughter goes to a local daycare cen-
tre when her grandparents and parents cannot care for her; it is expensive, but the 
Case family has no other options. Because of the current fiscal demands on universi-
ties, class enrollments in the courses Case teaches are about twice as high as when 
he attended university. Higher enrollment has meant more marking, which takes up 
much of Case’s time when he is at home. This has caused tension between Case and 
his spouse, who accuses him of neglecting his familial commitments.

Late one night, during a break in a long marking session, Case posted on social 
media that he was overwhelmed with his workload, especially marking. Shortly after, 
he saw a post on his feed from a company that employs artificial intelligence (AI) 
technology to grade student papers, offering to discretely help with his workload. 
Case was unsure if that was legal or proper or even ethical. He ignored the post and 
resumed his marking, finishing well past midnight.

Early the next morning, Case decided to explore exactly what the posted AI service 
would do and what it would entail. He filled out a detailed account creation form that 
requested: (a) the level of student papers (undergraduate or graduate), (b) the number 
of papers for each assignment, (c) the number of sets of assignments Case intends to 
have marked by the AI bot, and (d) yearly commitments. In deciding whether to use 
this service or not, Case drafted the following table that listed the benefits and pitfalls 
of using the AI service to grade student papers (Table 1):

Table 1  Categories of possible benefits and pitfalls of using AI to grade student papers

Benefits of using the AI grading service Pitfalls of using the AI 
grading service

B1. Discretion P1. Cost

B2. Time saving P2. Privacy concerns

B3. Convenience P3. Legal concerns

B4. Consistent student feedback P4. Ethical concerns

B5. Adequate quality P5. Inadequate quality

CB6. Career implications CP6. Career implications
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Potential benefits of the AI grading service

B1. Discretion

In its communication, the AI service provider assured Dr. Case that any personal infor-
mation collected about Case himself, the details of student papers that he wants to 
grade, and student records would not be shared with anyone. Dr. Case would not have to 
interact directly with any company representative, which provided a cloak of privacy that 
appealed to him. Furthermore, Case’s employers did not have to approve nor authorize 
his use of the service, which reassured him that the service was discrete.

B2. Time saving

The most significant reason Case considered using an AI bot to grade student papers was 
to save time and restore a healthier work-life balance – an argument that non-human 
aids can save time have been repeated since Pressey (1926) to more recently by Holmes 
et al. (2019). Case anticipated that it would help him keep up with his share of family 
responsibilities, which his spouse accused him of neglecting because of his work sched-
ule and long extracurricular marking sessions at home. Case also reasoned that using 
the AI grading service would allow him to provide his students with prompter feedback, 
thereby improving their learning. He also would be able to scaffold their assignments 
(Bliss et al. 1996). In other words, there was pedagogical merit in using such a service.

Additionally, unlike a conventional enterprise with a brick-and-mortar storefront 
and traditional weekday business hours, Case’s interaction with the AI service provider 
involved electronic communication with an anonymous agent (i.e., virtual assistant) at 
any time of the day. Such communication sped up the transaction of setup and subse-
quent communication between Case and the AI service provider considerably and could 
possibly make the entire process fast.

From what Case understood, the AI grading tool’s user interface would allow differ-
ent configurations for different assignments for each of his courses. In short, the entire 
grading process could be automated and “hands-free” once it was set up and configured 
according to Case’s specifications. That alone would save him much (in)valuable time.

B3. Convenience

The entire system was convenient too, offering Dr. Case three options: First, he could 
upload student papers from within the comfort of his home; all he needed was a com-
puter and a stable internet connection. The second option was even more convenient: 
Students could upload their assignments directly to the AI server. Third, if Case wanted 
to use the service on a regular, ongoing basis, he could link the university’s learning man-
agement system (LMS) for accepting student submissions with the AI provider’s reposi-
tory, but this option would require university involvement. In the latter case, students 
continue to do whatever they normally do to upload their assignments in their respec-
tive institution’s LMS, thereby not requiring alterations to the workflow of assignment 
submission. Because Dr. Case was still unsure of the quality of service and reaction from 
students, his colleagues, and administrators, he wanted to keep the entire exploration 
secret and private. After all, there were power dynamics to be considered and delicately 
navigated. Consequently, Case contemplated the most discrete option (uploading the 
assignments himself ), which still would be quite easy and convenient.
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B4. Consistent student feedback

Dr. Case is aware of the value and effectiveness of feedback in improving learning for his 
students (Al-Bashir et al. 2016). Lately, Case had been worried that the extent of feed-
back he provided to students varied on many personal factors, such as fatigue, time of 
day he marked assignments, and turnaround time expectations (Mumford & Atay, 2021). 
That is, the quality and depth seemed inversely proportional to how tired he was and 
how much time he could devote to each assignment. Although Case acknowledged that 
he may have exceedingly high (self-imposed) standards for the provision of feedback, 
he also reasoned that using an AI bot would provide consistent feedback to students 
(Ellis 2022), as a result making it fairer than his current practice that was affected by his 
human limitation (i.e., the need for adequate sleep).

B5. Adequate quality

In addition to consistency, Case wondered about the quality of the evaluations and stu-
dent feedback. Any other benefits of the AI grading service would be irrelevant if the 
quality was lacking. In other words, the quality of feedback had to be good. While an 
interpretation of “quality” may vary based on disciplinary affiliation (e.g. computer sci-
ence vs. education), type of assignment (e.g., objective answers vs. long essay), instruc-
tors’ expectations of student output (e.g., identifying gaps in vs. confirming and building 
upon students’ knowledge), and the level of work evaluated (e.g. undergraduate vs. grad-
uate work), a principal aspect of assessing quality would be to distill the student work to 
its main points. Dr. Case is aware that the currently popular AI-chatbot ChatGPT has 
the ability to address this aspect of quality quite well; it can compare the seminal ideas of 
the submitted assignments against a set of comprehensive answer keys (ChatGPT 2023a, 
2023b) and even tailor a draft response to students. Would the advertised AI grading 
service automate the human interventions with ChatGPT? Would the quality of descrip-
tive, explanatory, or essay-style answers be similar to or better than those which Chat-
GPT produces?

CB6. Career implications

Dr. Case believed that using an AI grading service to keep up with marking in large 
classes might facilitate his goal of eventually securing tenure or at least not hamper his 
chances. One of Case’s colleagues who had expressed a formal grievance to his employer 
about the growing workload due primarily to assessment expectations, did not have his 
contract renewed. Case interpreted (and internalized) that incident to mean he was not 
to speak up about his untenable workload. He also inferred that by using the AI-service, 
he would be able to meet his job expectations, which would only help his case of being 
an agreeable employee and not jeopardize his career aspirations.

Potential pitfalls of the AI grading service

P1. Cost

After filling out the AI grading service’s requested information form, Dr. Case received 
a price quote, which was not insignificant. If he subscribed to the service, he would have 
to allocate a substantial portion of his income toward grading student papers. Moreover, 
the terms of using the service required a valid credit card, which would be charged a 
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base fee (either monthly, per term, or annually) in addition to per-use cost. Even if Case 
could offset the cost via an institutional account with his employer, such funds would 
still fall far short of the cost of using the AI marking service. Moreover, the prices would 
likely increase over time, and it was unclear if he would be able to terminate the contract 
without a considerable cancellation fee.

P2. Privacy concerns

Two problematic privacy issues emerged in Case’s contemplation of using the AI grad-
ing service: his own and his students. Case was concerned about how the information 
collected about him would be used: Would the company list his name on its website? 
Would his employers be notified that he was using the company’s service? Would stu-
dents be told that he uses AI technology to grade their papers? What happens to his 
information if he terminates the contract with the AI company? Would his use of the AI 
grading service be disclosed to other universities where Case might apply in the future 
to get a permanent (tenured) position?

In addition, student privacy concerns also loom: How would the company use the sub-
mitted student papers? Would the assignments be stored in perpetuity or purged after 
they were graded? Who would have access to them? What private information would the 
company collect if the students submitted assignments through the company’s portal? If 
the university’s LMS was calibrated so that the AI system could access students’ submit-
ted assignments and the graded marks could be transferred to the LMS’s grade book 
without human intervention, such a configuration would ensure the assignment submis-
sion process for students would be unaltered. The assignment evaluation process would 
be automated and convenient for students and faculty alike; however, would such a con-
figuration divulge unintended information about students (e.g., their aggregate grades, 
full names, and user codes)? Similarly vexing questions emerged when text-matching 
software solutions, like Turnitin, were widely adopted in the late 2000s (Brinkman 2013; 
Vanacker 2011). Are these matters of concern in this new context of AI?

P3. Legal concerns

Dr. Case ponders relevant legal concerns about using the AI grading service. If Case 
used the service without requesting permission to do so from his department or univer-
sity, would that constitute a contractual or legal violation? Is it assumed that the hired 
instructor (adjunct professor) would evaluate student assignments without outside help, 
or is that an explicit contractual obligation? Would only the latter constitute a legal vio-
lation? Would AI-system usage to grade student papers be considered within or outside 
the stipulated limit? At some universities, an expectation is often conveyed informally 
that the instructor on record will mark a predetermined percentage of students’ work. 
These issues emerge because there is an implied assumption that the course instructor 
will do the grading (either all or in part).

P4. Ethical concerns

Whether legal considerations are relevant might be debatable, but ethical considera-
tions are pertinent here. If not legally, there is an assumption that those that teach 
can best assess learning. The root word for assessment is assidere, which means to sit 
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beside (Swaffield 2011). At least two fundamental principles captured in two simple 
questions need to be deliberated: First, would Dr. Case’s use of the AI grading service 
be the right thing to do? Second, would his use of the AI service be a good thing to 
do? This distinction relies on Ross’s (1930) discussion of the right and the good that 
underpins two prominent theories of ethics.

The first question concerning the right thing to do evolves into doing things based 
on a principle: In this case, is using an AI service to grade student papers a correct 
or proper thing to do? Dr. Case reasons that because his employers have not explic-
itly prohibited the use of such technology, his potential use of the AI grading service 
would be okay. However, the idea of a right action goes beyond the technical absence 
(or presence) of such guidelines from employers. It is akin to the Kantian deontologi-
cal idea—the act is only justified insofar as it instantiates a principle—that Case would 
want everyone to do under all circumstances. That is, would we want all instructors 
to use AI services to evaluate student papers? The Kantian answer, which advocates 
principle-based actions, would be that unless we do not object to all instructors using 
such a service, we should not use it ourselves. That is, the principle has to be univer-
sal. Whether such a consensus exists is debatable.

The second question concerning the good thing to do construes the evaluation of 
actions that produce desirable results: In this case, is the use of AI to grade student 
papers a good thing? The act of using an AI service to grade student papers entails 
at least two properties: the quality of the evaluation and the other positive features. 
Assuming that the quality of the evaluations is sufficiently high, which Dr. Case must 
take at advertised face value since he has not used the service yet, the other positive 
attributes play a significant part. The papers are evaluated quickly (much faster than 
what Case can do), and the feedback is received by students sooner, allowing them 
to learn from and improve upon their previous work in subsequent assignments (Al-
Bashir et al. 2016). Pedagogically, it will also allow Case to scaffold assignments such 
that students receive quick feedback on their work, which can build towards the final 
capstone project/paper at the end.

Dr. Case’s decision to use AI to mark student papers would ensure that the assign-
ments in his courses could build up toward a substantive assignment when timely 
feedback is provided at each step.  In this way, short assignments leading up to a 
capstone project fulfill Novak’s (2009) idea that “the process is the product in the 
making” (p. 17). That is, the artificiality of essay assignments in courses as a way to 
produce papers is replaced by organic learning of how to integrate course content to 
tackle a salient issue and learn how to analyze and communicate it. The end product 
of this process is still a paper, but it is an outcome of an authentic engagement with 
the learning process for the student. If using an AI service helps achieve this goal, is it 
unethical?

In sum, reliance on theories of the good suggests there is nothing wrong with using 
AI to grade student papers if it can be carried out in a timely fashion, with high-qual-
ity evaluation and feedback, with convenience, and at a reasonable cost. Reliance on 
theories of the right, in turn, is predicated on whether the use of an AI service is right 
or wrong. Public sentiment on the matter is unknown; there can be some speculation, 
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but the current distribution of each position (for or against) has not been identified. 
Such data are needed to ensure that the principles adopted in policies represent the 
prevalent informed views.

P6. Inadequate quality

Case’s concern about the quality of the work rendered by AI tools was consuming. What 
if the quality of feedback was inferior, biased, and inaccurate? This was possible because 
the underlying Large Language Models that form the basis of AI bots like ChatGPT were 
trained using large datasets from the Internet, which are societal reflections of flaws 
and have built-in biases and prejudices (Sharma 2023). Would AI-generated comments 
in the form of feedback run the risk of perpetuating the biases education attempts to 
remove? Would it tarnish Dr. Case’s reputation in the process? In other words, the qual-
ity of the feedback across various assignments was still an ongoing concern. Each assign-
ment would act as a prompt, eliciting a response from AI, and unless Case reviewed 
each response to ensure quality feedback, he would not know. In that situation, using AI 
might not be time-saving or worthwhile. After all, diminished feedback quality (prone 
to prejudices and perhaps even offensive remarks) was grounds for the dismissal of Dr. 
Case from his job and AI from marking student papers.

CP6. Career implications

Three components can contribute to negative career implications for Case. First, is 
the use of AI technology to mark papers legally permissible? Second, what attitudes 
are prevalent amongst institutional administrators and colleagues  who would decide 
whether or not to renew Case’s contract? Third, if Dr. Case’s case gains publicity, the 
public’s positive or negative views on university professors’ use of AI to grade student 
papers would have a tremendous influence on university administrators’ decision to 
renew Case’s contract. Dr. Case could potentially lose his current position, never mind 
advancing his tenured employment  ambitions. And given the current misunderstand-
ings among the public about the strengths, limitations, and scope of the current tech-
nologies, his prospects seem grim. Beyond Dr. Case’s case, public sentiment could also 
shape the policies and practices adopted in universities. Although when it comes to poli-
cies, industry demand would also factor in prominently.

Final thoughts

After having considered the issues, Dr. A.I. Case wondered how he would proceed. 
Arguments in favour of using AI to grade papers are just as compelling as those against 
it. Case reasoned that not using the AI system would be a safe bet. But what if he were 
to use ChatGPT manually to generate student feedback? Would that differ from Case’s 
predicament of whether or not using the AI grading service is more convenient? Is it the 
transfer of money that makes it problematic? If Case told his students that he would be 
using AI technology to grade their papers, would it make his action more palatable (or 
less objectionable)?

As Dr. Case contemplates his dilemma, what additional issues must he consider? 
Should the decision to use the AI grading system be made by Case alone, or do 
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the two universities need to provide direction and boundaries? Consider, too, that 
if Case secured a full-time position at either institution that significantly reduced 
the time commitments of his dual-institution situation, he might not even con-
sider using the AI system just yet. Perhaps he would confront such questions in the 
future when all faculty members (tenured or not) have reached some consensus on 
the topic. A further question that complicates the discussion is the assumption that 
undergirds the legal and ethical issue: Whose job is it to mark student papers? Is it 
merely an unarticulated assumption or expectation? Or is it actually a matter of edu-
cational integrity that is lain bare because of the disruptive force of artificial intelli-
gence? How this question is settled will be answered in time, and likely the responses 
will shift over time.

Conclusion
With the release of Dall-E, ChatGPT, and other AI-based services, the discourse on 
how these technologies will be used in the academy has burgeoned. The geopolitical 
and economic competition and uncertainty has the public worried and also excited if 
media (and social media) reports are to be believed (Rainie et al. 2021). Educators will 
have to place themselves on the continuum between the two poles of: (a) Ignoring AI 
tools and (b) Educating about AI tools. And on the other perpendicularly intersecting 
axis (a) Banning AI tools and (b) Whole-heartedly adopting them. The aspiration to 
ban such technologies is a losing proposition; embracing them and using them judi-
ciously is a better and more productive choice advocate scholars (Eaton et al. 2021). 
However these prescriptions arrive from student work. Do these dictums still apply 
to faculty work? The hypothetical case in this paper compels us to examine alternative 
possibilities of using AI to grade student papers. Embracing such technology means 
that people like Dr. A.I. Case could use it to mark student papers. Would that trouble 
our existing notions of educational integrity? Why or why not? Dr. Case can anticipate 
the delicious experience of mystery and discovery that lay ahead.

Additional questions
The scope of this paper does not permit exploring other questions that emerge from this 
case. Still, they are worth raising because they can propel further in-depth conceptual 
and empirical investigations into education integrity. They can also be discussed with 
students in class. Five salient among them are:

•	 What are the differences, if any, between applying educational integrity to student 
matters and faculty matters?

•	 What is the current professorial mood for using artificial intelligence technology to 
grade student papers? How does professorial mood differ from the general public 
and student sentiments? Are there disciplinary variations?

•	 What would be the implications of using artificial intelligence to mark student papers 
have on the quality of education, if any?

•	 How do public sentiments about using artificial intelligence to grade student papers 
change over time?
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•	 While there are embedded power issues between faculty members and students, 
there are also power differentials between various levels of professors in the academy 
that complicate matters. How do power dynamics affect this case? What about the 
power differential between the professoriate and the administrative cadre? How do 
power issues complicate educational integrity matters?

Abbreviations
AI	� Artificial Intelligence
LMS	� Learning Management System
PSE	� Post Secondary Education
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